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Residual Quotient Learning for Zero-Reference
Low-Light Image Enhancement
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widely accepted LLIE siructure i suboptimal, particularly whe
‘addressing the non-uniforms illumination commonly observed in
natural images. In this paper, we present a novel
framevwork. termed residual quotint learning. t substant
leviate this fsue. Instead of following e cxisting Retinex.
reated decomposiion-enhancement reconstruction process, our
asic idea i to xpliciy reformalate the light enhancement fask
a5 adaptively predictng the latent quotient with reference (o
the original low-ight input using a Fesidual learning fshion.
By Ieveraging the proposed residual quotient learing, we develop
Jnweight yo efetive metwork ealled ResQ-Net This network
res enhanced nom-uniform
s, making it more suitable for ral.world LLIE. tasks.
Norcover, due to ts well-designed structure and reierence-free
loss function, ResQ-Net i lexibe n trainng as it llows
rerence aptimization, which further enbances th genes
i adapiability of our ntire framevork. Extensive experiments
on' various benchmark datusets demonstrate the merits and
lfectivencss of the proposed residual quotient learning, and
our trained Res-Net outperforms state-of-he-ar¢ methods both

caton in dark face detecton is explored, and.the preliminary
resulls confirm (he potental and feasibiliy of our method in

real-world scenarios.

Indes Terms—Lowlightimage enbancement,resdual quotient
earning, zero reference, deep learing.
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L. INTRODUCTION
OW-LIGHT image enhancement (LLIE) s a fundamental
and long-standing task in the field of image processing

with a wide runge of practical applications [1]. (2], [3] such
as face detecton, video surveillance, and autonomous drving,
o name @ few. LLIE sims to improve the visibility and
visual perception of ow.light images, typically captured under
poor lighting conditions, by increasing brightness, cnbancing
ontast, restorng color and suppressing noise. This technique
is of great significance, since i serves as 4 critical prepro-
cessing procedure for many high-level computer vision tasks,
particularly in nighttime or other poorly lit scencs.

Despite great challenges posed by LLIE. various methods
have been developed and proposed over the past decades.
Generally,these LLIE methods can b classified into two main
categories: 1) conventional methods and 2) deep-leasning
based methods.

nitial aempts (4], (5], [6). (7). [$]. (9], [10] mostly
belong (0 the former. Among them, a branch of Retinex-based
methods has atracted relatively more attention, According to
Retinex theory (1], 12] 4 low-Jight image can be decom-
posed ino s reflectance and illuminaton components. Further
considering the il-posedess of this decomposition, different
image priors bave been additonally introduced into the respec-
tive optimization models to futher regularize the problem and
obtin  stable soluton. Consequently, the light enhancement
sk can be sccomplished by optimizing the components

itertively. Even though these methods scem promising in
certain cases, they rely beavily on handerafied priors and
manual parammeter uning, which often makes thems inadequate
for real-world applications [13]

Owing (0 the spectacular suceess of deep leaming [14],
the Lt category has receatly emerged s the mainstream
approach to LLIE. This category. namely deepleaming.-based
methos. is ypically characterized and distinguished by the
extensive use of various neural metworks. For better analysis,
we further divide it into two groups based on the specifc
network architecture used (see Figs. 1(a) and 1) As o
starting point, Lore t al. [15] proposed a variant of the stacked
sparse denoising autoencoder named LLNet for simulaneous
image brightness enbancement and denising. Later, consid-
ering multi-scale feature exteaction, Ly et al [16] presented
@ multibranch low-light enhancement network (MBLLEN),
which demonstrated improved performance due (0 it coriched
representation abiliy. Subsequently, more useful deep learing
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entire LLIE mapping is recast into a staightforward two-step
learming task. The frst step involies o residual learing prob-
lem. Coneretely, we take the low-light image as input and
feed it 10 @ trinable network (o predict the residual between
the underlying illumination and.the low-light image itell,
50 the unknown illumination can be calculated by ataching
4 global residual shortcut. Afierward, we aliematively view
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